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Problem 1

What is a standard approach for tackling an ill-posed problem?

(a) Use regularization. [True]
(b)  Acquire more data. [False]

(c) Use a different coordinate system. [False]

Note: Another common approach is to choose a different problem ;-)

Problem 2

For x(t) € R, we estimate the governing equations of the system:
x(t) = —sin(x(t)), t=>0,

by solving the following regularized regression problem:
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where A > 0 is the regularization parameter and ® = (6, ..., 84). The trajectory x(t) is initialized at x(0) = 0.1 and
t; =0.1, £ = 0.2, 15 = 0.3, .. .. Which of the coefficients 0; are expected to be non-zero for a well-chosen parameter A

that promotes sparsity?

(a) 0O, [False]
(b) 0 [True]
(c) 6, [False]

(d) 05 [True]

Explanation: The Taylor series expansion of x = — sin(x) around x = 0.1 is (approximately) given by —x +1/6x> + - - - .

(e) 0, [False]




